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Abstract: Uncontrollable economic variables such as the interest rate, commodity price, oil price, currency 

exchange rate, and other macroeconomic factors affect the sales volume, sales cost and revenue, and profitability 

of a firm. Therefore, it is necessary to observe the influences of such variables on sales figures through an 

accurate quantitative model. In this study, two outstanding linear models—an autoregressive (AR) model and a 

support vector regression (SVR) model—are adapted to the prediction of sales revenue changes under the 

influence of 15 exogenous variables for 315 Korean companies. After collection of raw datasets of quarterly 

sales revenues and exogenous variables from the real world, predictions are made at the given quarters by using 

training datasets for the companies. The performances of both the models are evaluated based on the prediction 

accuracy defined by the average and standard deviation. As a result, the SVR model is found to perform better in 

66,150 experiments. The findings of this study suggest that accurate prediction models should be developed for 
observing the behavior of the exogenous factors, for managing them more effectively and efficiently in new 

product development, and for developing an optimal decision-making process. 
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1. Introduction 

A firm can gain effective competitive advantage through successful new product development (NPD) 

irrespective of the types of industries being considered. The developed new products might contribute to an 

increment in sales revenues. However, the success of an NPD project is difficult to achieve because these 

projects involve unexpected risks, uncertainties, and difficulties. It has been reported that around 66% of all 

NPD projects fail before the target date and more than 50% of all projects make no returns on investment; 

further, more than 40% of respondents to a survey stated that NPD projects require more money and time than 

existing products [2]. Various internal and external risks or uncertainties, such as lack of funds, government 

policy changes, market segmentation, economic changes, rapid technology changes, unpredictable customer 

needs, oil price changes, commodity price changes, and currency exchange rate changes, cause project failure. 

Therefore, the sales revenue increment resulting from the development of new products is affected by both risks 

and uncertainties. Furthermore, the revenue figures fluctuate either positively or negatively depending on 

macroeconomic factors throughout the lifecycle of the new products. 

Any firm may wish to examine how significantly either risks or uncertainties affect its sales revenue. In this 

study, quantitative models are developed for predicting the quarterly changes of sales revenues based on 

variations of core external uncertainties. For this purpose, sales revenue data are collected from 315 companies 

registered in Korea’s two major stock markets, covering the quarters in years 2002 to 2014. Furthermore, 15 

core economic uncontrollable exogenous factors are collected for the same quarters. The autoregressive (AR) 

model and the support vector regression (SVR) model are adapted to this study. 

2. Related Work 

Many macroeconomic studies have examined how uncontrollable factors such as exchange rates, oil prices, 

and interest rates operate in various economic environments. For example, Ahn [1] investigated how exchange 

rate fluctuations affected 6,801 Korean manufacturing firms between 1989 and 2006. This empirical study 
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showed that the firms’ profitability declined when the Korean won/US dollar exchange rate increased and that it 

improved when the Japanese yen/US dollar rate increased. The LG Economic Research Institute [3] has reported 

that fluctuations in the Korean won/US dollar exchange rate have affected Korean industries both positively and 

negatively depending on how well the firms have managed their own exchange-rate risk systems. Kim and Choi 

[5] considered financial indices such as the interest rate, commodity price, oil price, currency exchange rate, and 

stock price to determine their effects on the sales revenue of electronics companies. A dynamic time warping 

method classifies sales revenue data collected from 50 electronics companies covering 2000 to 2012 into two 

clusters, and a linear regression determines three critical exogenous factors: interest rate, oil price, and 

commodity price. Nevertheless, only a few studies have examined how multiple uncontrollable exogenous 

factors synthetically affect sales measures, perhaps because each factor’s behavior is complex because of the 

confusedly interlaced economic situations in different countries. 

3. Methodology 

The purpose of this study is to predict the sales revenue fluctuation of Korean companies registered in the 
Korean stock markets. It is assumed that the latest sales revenue is related to the previous sales revenues and to 

15 uncertainties or uncontrollable exogenous factors. From this assumption, a functional relationship between 

the sales revenue and the exogenous factors is given as in Eq. (1): 

 

 
 
where 

 

 = predicted sales revenue in n
th

 quarter 

 = actual sales revenue 

k = number of quarters to be used for predicting the sales revenue 

 = value of i
th

 exogenous factor in (n-1)
th
 quarter  

 = error term of n
th

 quarter with standard normal distribution N(0, 1) 
 

Two different linear models—the AR model and the SVR model—are adapted to this study for predicting 

the sales revenue in the n
th

 quarter. Both these models are developed by defining training datasets, and the actual 

prediction at a specified time is made using k. The prediction accuracy is measured by the range of k and the 

amount of errors for both models. 

3.1. AR Model (AR(k)) 
In the AR model,  is assumed as the k

th
-order linear function in which the coefficients of independent 

variables are estimated by the least-squares method, as given in Eq. (2):  

 

 
 

The least-squares method determines all the coefficients by minimizing the total amount of errors defined by 

, where M is the number of models applied for a company. 

3.2. SVR Model (SVR(k)) 
The SVR model is another version of the support vector machine (SVM), which is one of the most well-

known supervised linear classifiers, for regression. In this model, the coefficients of independent variables are 

estimated by minimizing the cost function plus the penalty term, as given by Eq. (3) [4], instead of estimation by 

minimizing the amount of errors as done in the AR model.  

are training samples and the k
th

-order regression is established in a manner similar to that in the AR(k) model. It 
should be noted that the function f has an identical form to that in the AR(k) model but with different coefficient 

values. 
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where 

 = cost function defined by  

 
or the actual sales revenue at quarter i 

 = weight coefficient for penalty (  > 0; high weight results in low  values) 
N = total number of quarters 
 

In this study,  = 1 and  = 0.1. 

4. Data Collection and Experimental Results 

The purpose of this study is to predict the sale revenue for future periods (quarters) under variations of the 

exogenous economic factors by using the AR and SVR models. Both these models are established for the same 

company. The prediction accuracy is the key criterion for evaluating the model performances. It should be noted 

that the models predict the sales revenue values at a given quarter ( , and the predicted values are compared 

with the actual values (Yn) in terms of the corresponding values of the previous quarters, 

(( . If both pairs of revenues have an identical trend—either positive or negative, the 

corresponding model is said to perform accurately. 

4.1. Datasets 
There are two major stock price indices in the Republic of Korea: KOSPI (Korea Composite Stock Price 

Index) and KOSDAQ (Korea Securities Dealers Automated Quotation). KOSPI is the index for major 

companies, and KOSDAQ is the index for either small-medium-sized or venture companies. In this study, a total 

of 315 companies registered in both the stock markets are selected for collecting the quarterly sales revenue data 
covering 2002 to 2014 (i.e., a total of 52 quarters). Table I presents the number of companies classified under 

eight different categories. 
 

TABLE I: Number of companies according to industry categories for collecting sale revenue data 

Category Chemistry 
Electronics 

& Electric 
Textile Mechanical 

Medical 

Devices 
Pharmacy 

Retail, 

Logistics, & 

Distribution 

Software 

Number of 

Companies 
82 57 21 41 14 50 32 18 

 

The core economic uncontrollable factors are classified into four groups: interest rate, commodity prices, oil 

price, and currency exchange rate. Each group has several associated factors, as listed in Table II. 
 

TABLE II: Uncontrollable exogenous factors 

Exogenous Factor Quarterly data collected 

Interest rate USA, EU, Japan, Korea, and China  

Commodity price 
Producer price index 
Consumer price index 

Raw material price index 

Oil price Dubai, Brent, WTI  

Currency exchange rate Dollar, Euro, Yen, Yuan  

The values of both the sales revenue and the exogenous factors are time series data and would be 

characterized by trends and seasonal factors. In this study, the collected dataset is preprocessed to remove the 

seasonal variations and is used for predicting the sales revenues in future periods. 
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4.2. Experimental Method 

The experimental sequence for using both the AR(k) and the SVR(k) models includes the following four 

steps: 

Step 1 – The candidate quarters for predicting the sales revenues are set as the 31
st
 to 51

st
 quarters after 

developing both models using the revenue data for the past 25 quarters. This means that the 

training dataset used for developing the models is the 25-quarter data for each company. For 
example, the training dataset for predicting the revenue for the 31st quarter includes past data of n 

= 6–30. This procedure leads to the development of 21 different models for the 31st to 51st 

quarters. 
Step 2 – With the models obtained in Step 1, the k value in Eqs. (2) and (3) is changed from 1 to 5. This 

means that five different models each for AR(k) and SVR(k) are developed for predicting the 

sales revenue at a given quarter for a company. 

Step 3 – If the revenue change predicted at a given quarter is the same as the actual change at the 
corresponding quarter in a given model, the model performs accurate prediction for that quarter. 

In order to determine the prediction accuracy for a company, this step is repeated for the 31
st
 to 

51
st
 quarters for each of the five models developed by either AR(k) or SVR(k). 

Step 4 – As a result from Step 3, the number of accurate models from among the 21 models for predicting 

the 31
st
 to 51

st
 quarters can be counted for each company under either AR(k) or SVR(k). Then, the 

proportion of accurate models is computed and it is added to the total proportion of all the 

companies in a given industry category. The total proportion of accurate models is the final 
accuracy of either the AR(k) or the SVR(k) model. For example, the category “Chemistry” 

includes 82 companies, for which 21 models are applied under AR(1). Suppose that the total 

number of accurate models is 1,061. Then, the average accuracy of AR(1) becomes 0.61644 
(1061/(82*21)).  

4.3. Experimental Results 
The total number of experiments for determining a model’s accuracy is 66,150 (total number of companies 

× number of orders (k) × number of quarters to be predicted × number of model types = 315 × 5 × 21 × 2).  
Table III summarizes the average accuracy (%) along with the standard deviation for each category under 

either AR(k) or SVR(k). The prediction accuracy improves when the order k is increased, especially in the 
SVR(k) models. Further, a larger standard deviation is produced when the model complexity increases in each 

model. The SVR(k) models produce lower standard deviations than the AR models, which leads to the SVR(k) 

models showing more stable performance than the AR(k) models. Therefore, SVR(k) models with high k values 

are recommended for future related studies irrespective of the industry categories being considered for predicting 
the sales revenue. 

TABLE III: Averages and standard deviations by prediction models 
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5. Conclusion 

Various uncontrollable economic factors such as the interest rate, commodity price, oil price, currency 

exchange rate, and other macroeconomic variables affect the sales volume, sales cost and revenue, and 

profitability of a company. The impacts of such variables should be managed effectively and efficiently to 

optimize the decision-making processes of a firm. The optimized process is significantly important in the 

development of new products in order to extend the firm’s competitive advantage, because the success of NPD 

projects is heavily dependent on risks and uncertainties. Successful NPD through the use of an optimized 

management process would increase the sales revenue of a firm. 

Predicting the sales revenue in a given period by developing highly accurate models is necessary for making 

a go/no-go decision on multiple NPD projects and for managing both controllable and uncontrollable economic 

variables. In this study, linear functions are developed to determine the relationship between the sales revenue 

changes and 15 uncontrollable exogenous factors and to predict the sales revenue changes for 315 Korean 

companies on the basis of time series data collected for 2002 to 2014. Two outstanding linear models—the 

autoregressive (AR) model and the support vector regression (SVR) model—are adapted to this study. The 

performance of the SVR model is found to be better than that of the AR model in terms of the accuracy defined 

by the average and standard deviation. 

The findings of this study suggest that accurate prediction models should be developed for observing the 

behavior of the exogenous factors and for managing them more effectively and efficiently, rather than 

determining which model performs better. 
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